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ABSTRACT
While learning analytics researchers have been diligently integrat-
ing trace log data into their studies, learners’ achievement goals
are still predominantly measured by self-reported surveys. This
study investigated the properties of trace data and survey data as
representations of achievement goals. Through the lens of goal com-
plex theory, we generated achievement goal clusters using latent
variable mixture modeling applied to each kind of data. Findings
show significant misalignment between these two data sources.
Self-reported goals stated before learning do not translate into
goal-relevant behaviors tracked using trace data collected during
learning activities. While learners generally articulate an orienta-
tion towards mastery learning in self-report surveys, behavioral
trace data showed a higher incidence of less engaged learning ac-
tivities. These findings call into question the utility of survey-based
measures when up-to-date achievement goal data are needed. Our
results advance methodological and theoretical understandings of
achievement goals in the modern age of learning analytics.
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1 INTRODUCTION
Identifying learners’ achievement goals [12, 15, 49] is often a first
step in supporting their learning experiences. Successful self-regulated
learning (SRL) requires continuous interactions with goals: select-
ing a goal (planning), operating to accomplish that goal (monitoring
and regulating), and evaluating potential gaps between the goal
and actual operations used to learn and outcomes achieved by those
operations (reflection) [57, 62]. Understanding learners’ goals is
also important in providing feedback to help learners tune learn-
ing. Without understanding where learners are and aim to be, it
is difficult to identify their learning trajectory and recommend a
productive next step [22]. One major theory used to understand
how learners navigate these issues is achievement goal theory
[11, 13, 15].

Despite the key role of achievement goals in guiding learners’
plans and actions, few studies have evaluated the limits of self-
reported survey responses as representations of goals within dy-
namic learning contexts. Many studies have criticized limits of
self-reported survey responses in capturing dynamic constructs
relevant to SRL [2, 18, 52, 54, 61, 63]. The field of learning analytics
is also increasingly aligning behavioral trace data with theoreti-
cal constructs as a complement to surveys. Behavioral trace data
logged as clickstream interactions are designed to capture learner
operations on information within educational software systems
as learners learn. Trace data can model achievement goals in real
time without interrupting learners with questions, thus closing
potential gaps between self-reported goals before or after learning
and a learner’s dynamic expressions of achievement goal orien-
tation during learning. Yet, achievement goals still are predom-
inantly measured through self-reported surveys across domains
[3, 6, 8, 17, 19, 26, 27, 39, 58].

In this study, we compared achievement goals self-reported in
surveys before learning to traces unobtrusively gathered during
learning. We used latent variable mixture modeling to identify
achievement goal clusters represented in each data source. We
found that self-reported goals did not directly manifest as online be-
havior. On prospective surveys, most learners identified their goals
as mastery-oriented or a mixture of mastery- and performance-
oriented. However, trace data characterized more than half of these
learners as infrequently engaged with course materials designed to
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attract learners with those goals. This (1) raises significant questions
about equating achievement goals self-reported before learning to
achievement goals pursued during learning and (2) challenges the
value of self-reports when up-to-date goal states are theorized to
shape how learners learn. The value surveys may provide to un-
derstanding learners’ expectations about how they plan to learn
do not validly indicate adaptations to those expectations over time.
This drawback could be important when instructors or researchers
aim to support learners engaging with adaptive learning systems.

2 THEORETICAL FRAMING
2.1 Goal complex theory
While there are multiple versions of achievement goal theories, the
theoretical base of this work is goal complex theory [12, 15, 49]. It
proposed two dimensions of achievement goals: a what dimension
and a why dimension. The what dimension is further divided into
two categories: mastery and performance. Learners aiming for self-
improvement which they judged by an intra-personal standard are
considered mastery learners, while learners aiming to outperform
others gauged by a normative standard such as a grade are deemed
performance learners [13, 44].

Goal complex theory is particularly useful in clearly designing
indicators of performance goals. Goal orientation theory, one of the
earlier achievement goal theories, defined the motivation behind
performance goals as a desire to demonstrate one’s competence and
gain recognition [1, 10, 35]. Yet, Hulleman et al. [25] showed that
some studies either combined or replaced this original definition of
performance goals with a more general motivation: to outperform
others [11, 14, 15, 44]. The desire to demonstrate one’s competence
could be understood to reflect a social comparison component
where learners want to stand out compared to others. However,
a desire to outperform others does not inherently include that
component. As long as one can attain competence to a satisfactory
extent, that is enough. These two definitions of performance goals
led researchers to debate which perspective should be dropped [7]
and generated some confusion about the finding of using the same
term ‘performance goals’ with different definitions.

Unlike goal orientation theory, the why dimension of the goal
complex theory contrasts autonomous versus controlling motiva-
tions arising from self-determination theory [9, 40]. Goal orienta-
tion theory’s avoidance-approach dimension established learners’
motivation to approach a desired stimulus (approach) or to avoid
an undesired stimulus (avoidance). Goal complex theory positioned
motivation in a context of agency, reconceptualizing approach and
avoidance as controlling motivation versus autonomous motivation.
A controlling motivation is responsive to external pressures or tan-
gible rewards. In learning environments, these learners are often
keen to display their competence by outperforming others and
gaining recognition for those accomplishments from peers, family,
or instructors [9]. Autonomous motivations encourage learners to
consider their accomplishment in alignment with personal values
or satisfaction. Learners in this category, for example, may be in-
terested in outperforming others to gain a feeling of achievement
without a strong desire to demonstrate competence to others. This
conceptualization of motivational orientation was supported by

Urdan and Mestas using self-reports [49]. As the goal complex the-
ory does not forward the approach-avoidance dimension, previous
studies sometimes modified survey instruments originally designed
according to goal orientation theory, and some studies have com-
bined items reflecting approach and avoidance to measure each
orientation or used only approach-based items [5, 38, 44, 50].

2.2 Survey and trace data
Several studies identified limitations of surveys when studying
achievement goals [16, 47, 55]. One limitation is that survey data
are not fine-grained enough to capture learners’ temporally chang-
ing, context-specific goals. Several studies tried to narrow learning
experience to specific contexts by adding qualifiers to survey items
such as ‘this semester’ or ‘this class’ [16, 47]. Yet, these approaches
still may be too coarse to capture varying contexts that could im-
portantly influence learners’ goals, such as the moment when a
learner decides to focus on earning a passing grade rather than
explore supplementary or advanced materials after the first quiz
with an unexpectedly low grade.

Another inherent drawback of surveys is that they require learn-
ers’ careful attention to and monitoring of recalled information to
generate accurate descriptions of their goals or motivation. Winne
[54] pointed out that researchers do not know how learners selec-
tively sample experience forming a basis for what they report in
surveys. Survey respondents apply a somewhat mysterious com-
putational process to integrate multiple recalled experiences into
one answer to a survey item. This process may be cognitively de-
manding and potentially biased for various reasons [21], including
confirmation biases and concerns of social presentation (social
desirability). Trace data, which do not require learners’ constant
attention, barely suffer these difficulties. Trace data can directly
and automatically record learners’ on-the-spot and dynamically
adjusted behavior within and across specific contexts. The valid-
ity of interpretations of trace data depends on the qualities of a
researcher’s theory and attributes of the context in which a learner
generates traces [28, 29, 56]. Rigorous attention to designing indi-
cators and properties of methods for analyzing data can benefit
studies using trace data.

Despite these limitations of survey data and perhaps due to
challenges in coordinating survey data with trace data, research
exploring instrumentation beyond surveys to measure achievement
goals has been scant. Zhou andWinne [61] conducted one of the few
studies using trace data to measure achievement goals alongside
prospective surveys. They found weak to no correspondence across
these two types of data despite both being designed to measure
the same constructs. Zhou and Winne also found that trace data
was a stronger predictor of participants’ posttest achievement than
were survey data. Considering that achievement goals have been
predominantly studied using surveys, these are striking results.

While Zhou and Winne [61] shed some light on the validity
issue relating to survey versus trace data as representations of
achievement goals, their study also had limitations. First, the gen-
eralizability to authentic learning environments is likely limited.
Their study was conducted in a lab where participants may not
have a strong interest in or concern about learning. In such study
settings, it can be questioned whether learners were genuinely
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motivated to develop new knowledge (mastery goals) or outper-
form other participants (performance goals). Zhou and Winne [61]
also did not probe the causes of discrepancies between survey re-
sponses and trace data. The stronger correlation between trace
data and posttest achievement, as theory predicts [54, 56], does not
guarantee that trace data can be validly interpreted as measuring
motivation. Learning analytics researchers should be cautious in ad-
vancing interpretations and forming analytics relating to learners’
achievement goals. Finally, Zhou and Winne [61] did not investi-
gate whether combining data sources might provide better ground
for validly interpreting data intended to represent learners’ achieve-
ment goals. Considering that each kind of instrumentation may
have offsetting strengths and limitations, a natural step for the
research is investigating whether combined data more strongly ad-
vance understanding of achievement goals and provides a sturdier
ground for developing learning analytics.

3 STUDY OVERVIEW
Our work builds on Zhou and Winne’s study [61] by conducting
a field study collecting surveys and trace data from learners who
engaged in authentic educational tasks associated with a credit-
bearing course as part of an academic degree. We (1) examined in-
formation in the survey and trace data designed to capture achieve-
ment goals, (2) compared these two data sources to explore potential
discrepancies between them, and (3) investigated whether combin-
ing these types of data was complementary to improving validity.
Latent variable mixturemodelingwas applied to form clusters based
on survey alone, trace data alone, and both types of data. We posed
these research questions:

• RQ1. What goal clusters can be identified using survey data?
• RQ2. What goal clusters can be identified using trace data?
• RQ3. How different are goal clusters identified using com-
bined surveys and trace data identified for RQ1 and RQ2?

Answering RQ1 and RQ2 contrasts patterns in learners’ survey
responses and behavioral trace data. This enriches understanding
of how these data (1) differ in representing learners’ goals and (2)
align with the goal complex theory. RQ3 explores the possibility of
a complementary combination of surveys and trace data in forming
clusters.

3.1 Field Context
Survey and trace data were collected during two iterations of an
introductory data science course offered in September 2021 (151 en-
rollments) and in January 2022 (98 enrollments). This course was the
first programming course in an online Master’s degree program in
applied data science at the University of Michigan. The course had
several characteristics distinguishing it from non-credentialed on-
line courses and traditional residential college courses. The course
was credit-bearing within a degree pathway where enrollment was
limited and full tuition was required. The student-instructor ratio
aligned to residential degree-granting programs (approximately
1 instructional aide per 50 enrolled students in addition to an in-
structor of record for the course), and individual synchronous of-
fice hours were readily available to students approximately daily.
Compared to traditional residential college courses, learners in
this course were more diverse in age, background knowledge, and

level of education. Many were employed full-time, had parental re-
sponsibilities, and were part-time students in the university degree
program.

In this four-week long, 1 credit unit course, learners had to sub-
mit four weekly mandatory assignments, each worth 25% of total
course credit. Learners could earn additional credits toward their
final grade by submitting bonus assignments. The top letter grade,
A+, was awarded only to students submitting one or more bonus
assignments and earning 100% in each mandatory assignment. The
topic of the course, Data Manipulation, required that assignments
be completed in the Python programming language. The curricu-
lum covered introductory regular expressions, numerical python,
and the pandas data manipulation toolkit. Learners could submit
any particular assignment as many times as they wanted until the
assignment deadline at the end of each week. Submissions were
graded using an automatic code grading system. All course ma-
terials were released on the first day of the course, and learners
could finish their course at their own pace as long as they submitted
their weekly assignments by the end-of-week due date. The data
collection timeline is shown in Figure 1.

4 METHODS
Survey data were collected to identify learners’ expectations for
achievement goals at two points in the course: the beginning of
week 1 and the beginning of week 3. This allowed us to examine
possible changes in expectations about achievement goals for the
course’s first half (weeks 1 and 2) and the second half (weeks 3 and
4) as learners gained experience with course content and pacing.
Trace data were collected dynamically throughout the course. We
separated trace data into one set collected in the first half of the
course and another collected in the second half of the course.

4.1 Survey Instruments
Two surveys were used to collect self-reported achievement goals:
the Achievement Goal Questionnaire (AGQ-R) [13] and a moti-
vation survey from Vansteenkiste et al. [51]. Both approach and
avoidance indicators were included and were not differentiated in
the data analysis based on Vansteenkiste et al. [50]. Survey data in-
cluded sixteen indicator variables: twelve items of the AGQ-R [13]
plus four items from the questionnaire measuring motivations be-
hind performance-oriented goals [46, 51]. Learners were informed
their participation was optional and no reward was given for par-
ticipation. Table 1 provides an overview of the survey sources, the
relationship those sources had with theoretical constructs, and the
specific variables we measured. The survey materials are available
here1

4.1.1 Achievement GoalQuestionnaire-Revised (AGQ-R). TheAchieve-
ment Goal Questionnaire-Revised (AGQ-R) was designed by Elliot
and Murayama [13] using American undergraduates’ self-reported
achievement goals about an examination in their college course.
The questionnaire is composed of twelve 5-point Likert-scale items
and these items were sorted into six mastery categorical indica-
tors (three mastery_approach items and three mastery_avoidance

1https://osf.io/9n4ts

https://osf.io/9n4ts
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Figure 1: Course timeline for collecting survey data and trace data.

items) and six performance categorical indicators (three perfor-
mance_approach items and three performance_avoidance items).

4.1.2 Motivation questionnaire. The motivation questionnaire was
designed by Vansteenkiste et al. [51] based on Sheldon and Kasser
[46]. It is composed of four 5-point Likert-scale items representing
the external, introjected, identified, and intrinsic motivations be-
hind performance goals. Based on a Vanssteenkiste et al.’s study
[51], the external and introjected items were used as indicators for
performance-controlling goals (two performance_controlling indi-
cators); the identified and intrinsic items were used as indicators
for performance-autonomous goals (two performance_autonomous
indicators).

4.2 Trace Instruments
The first and the fourth authors collaborated with the course in-
structor to re-design several features of the curriculum to create
indicators tailored to course objectives. To reduce the over- and
under-representation of the achievement goal constructs for trace
indicators, the domain modeling step of the Evidence-Centered
Design (ECD) framework [4, 31, 32] was followed. ECD guides
identifying alignment of indicators to targeted constructs, setting
stronger foundations for validly interpreting finding of a study.
In particular, the domain modeling step helps researchers repre-
sent how the design of a measure (1) obtains data-based evidence
about the targeted knowledge and skills of learners, (2) supports
claims based on that data-based evidence, and (3) considers possible
counterclaims. Some of these are reported below, and the complete
framework implementation results are available as supplementary
material here2. In the next section the variable 𝑁 in an indicator
name represents the week in which data were collected to form
the indicator. For example, bonus1_sharing indicates that indicators
would exist for week 1 to measure learners’ preference of sharing
bonus assignments described in section 4.2.1. A full list of trace
indicators created in this study is presented in Table 2.

4.2.1 Weekly bonus assignments. Optional weekly bonus assign-
ments provided learners opportunities to earn additional credit.
Learners were also asked to declare if and how they would like to
share their work with faculty members and peers after the assign-
ment deadline: not sharing, sharing anonymously, or sharing with
their names. This indicator was designed to support performance-
oriented learners who were interested in earning bonus credits and
demonstrating performance to others. The first two sharing options
were considered performance-autonomous goals. The third op-
tion was considered a performance-controlling goal since it sought
2https://osf.io/cqxu6

recognition from peers and instructors more so than the learners
choosing one of the first two options. Because these assignments
were described as offering opportunities to practice skills already
covered in the course rather than developing new skills, partici-
pating in bonus assignments was not considered an indicator of
mastery goal orientation. From logs of these submissions, cate-
gorical indicator variables bonusN_sharing were formed with the
following potential states: the bonus assignment not submitted
(not relevant to any particular goal), bonus assignment submitted
and not shared (performance-autonomous), bonus assignment sub-
mitted and anonymously shared (performance-autonomous), and
bonus assignment submitted and shared with name declaration
(performance-controlling).

4.2.2 Weekly extra assignment. Optional weekly extra assignments
were designed to attract learners with a mastery orientation. Unlike
bonus assignments, these assignments did not offer any additional
credit and were designed to entice learners who were motivated
to learn skills beyond the prescribed course curriculum. Binary
indicators extraN_submitted indicated if learners submitted the
extra assignment in the Nth week.

4.2.3 Biweekly tip-of-the-week email and Jupyter Notebook. Inweeks
2 and 4, the course instructor released a tip-of-the-week Jupyter
Notebook and sent a notification email to all students about the
release. These assignments and emails targeted mastery-oriented
learners. In each tip-of-the-week Jupyter Notebooks, the instructor
explained how to write more efficient and readable Python code. Un-
like weekly mandatory, bonus, and extra assignments, there were
neither specific tasks assigned nor was a deadline set for this learn-
ing material. Every time a learner opened a tip-of-the-week Jupyter
Notebook, added a cell, executed a cell successfully, executed a cell
with error messages, removed a cell, and changed contents in a
cell, an event log datum was generated with a timestamp. From
these data, indicators emailN_count and notebookN_count were cre-
ated. These were continuous variables counting the times learners
opened the notification emails and interacted with each tip-of-the-
week Jupyter Notebook.

4.2.4 Interactions with bonus and extra assignments. Learnersmight
not have completed and submitted bonus or extra assignments due
to time constraints or perceptions about the elevated difficulty of
assignments despite a motivation to earn additional credits or learn
advanced concepts. Some learners might simply have browsed these
optional assignments out of curiosity without serious intention to
complete them. To consider these different motivations behind an
incomplete assignment, event log data were counted. The continu-
ous indicators, named bonusN_count and extraN_count, indicated

https://osf.io/cqxu6
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Table 1: The survey indicators and their relationship to theoretical constructs.

Instrument Theoretical Construct Indicator Variable (𝑛)

AGQ-R Mastery mastery_approach (3)
mastery_avoidance (3)

Performance performance_approach (3)
performance_avoidance (3)

Motivation questionnaire Performance-controlling
Performance-autonomous

performance_controlling (2)
performance_autonomous (2)

performance and mastery goal pursuit, respectively. These were
designed based on the rationale that, the stronger learners’ moti-
vation was to engage with assignments, the more active would be
their engagement with the assignment.

4.2.5 Additional submissions ofmandatory assignments. Some learn-
ers submitted their mandatory or optional assignments again even
after they scored 100% on their assignment submission. While these
additional submissions did not add any extra points to their fi-
nal grade, some learners continued to experiment with alterna-
tive ways of coding. This behavioral pattern was used as another
indicator of mastery goal orientation. The continuous indicators
additionalN_count was the number of additional assignments learn-
ers submitted even after scoring 100%. For example, if a learner
made additional submissions for the previously submitted week
1 mandatory assignment, the week 4 mandatory assignment, the
week 1 bonus assignment, and the week 2 extra assignment, the
indicator value for this learner was 4.

4.3 Data analysis
Two survey datasets were formed at the beginning of weeks 1 and 3
to investigate RQ1. For RQ2, two trace datasets were collected: the
first one spanned weeks 1-2 of the course and the second covered
weeks 3-4. For RQ3, two combined datasets were merged to form
two datasets, one covering the first half of the course and the second
covering the last half of the course. Figure 2 shows the flow of
learner progress through the course and the relationship to the
datasets.

We removed data for learners who did not submit all surveys,
reducing sample size to 191 learners. First, confirmatory factor anal-
ysis was conducted to estimate a fit between each of the six cleaned
datasets and goal complex theory. Then, latent variable mixture
modeling [33] was applied on each dataset. In trace data, continuous
variables were log-transformed to mitigate outliers and z-scored to
improve the solution convergence process for estimating the param-
eters of each latent variable mixture modeling solution [24]. Mplus
8.6 [34] and the MplusAutomation R package [20] were used with a
Maximum Likelihood with Robust standard errors (MLR) estimator.
To answer RQ1, RQ2, and RQ3, each estimated cluster model was
examined for statistical robustness and theoretical interpretability.
The maximum number of clusters was limited to 1 ≤ 𝑘 ≤ 6 based
on previous studies applying latent variable mixture modeling to
survey responses describing achievement goals wherein none found
more than six clusters [37, 42, 60]. In this analysis, each model𝑀
made up of 𝑘 clusters is labeled as𝑀𝑘 . For example a model with 5
estimated clusters would be denoted as𝑀5.

Statistical criteria used to evaluate the model fit to each dataset
were Log Likelihood (LL), Akaike Information Criterion (AIC),
Bayesian Information Criterion (BIC), adjusted Bayesian Informa-
tion Criterion (aBIC), Bootstrap Likelihood Ratio Test (BLRT) 𝑝-
value, and Vuo-Lo-Mendell-Rubin likelihood ratio test (VLMR) 𝑝-
value. These criteria are commonly used in studies applying latent
variable mixture modeling [36, 37, 41, 53].

For each dataset, a best-fitting model was inspected to determine
if the model resulted from normal termination of the estimation
algorithm and that the best log-likelihood was replicated in runs
from multiple independent starting values. This method ensured
that the model could be deemed trustworthy instead of spurious
[34]. Cluster sizes were also inspected by the authors to determine
the quality of the final fitting model. While there is no agreement on
appropriate cluster size limits, it has been noted that small clusters
often do not add conceptual value or insight [53]. We followed
suggestions from previous work [45, 53] and set a minimum bound
of 5% (10 learners) in a cluster to ensure distinctive characteristics
and increase generalizability. We planned to discard clusters smaller
than this size, but none emerged from the analysis.

When warnings about a non-positive definite first-order deriva-
tive product matrix arose during estimation, which might imply less
trustworthy model parameter estimates, indicators which caused
that issue were pruned from the model. Often, a problematic in-
dicator was a categorical variable representing a survey question
which had the first (1-strongly disagree) or the last (5-strongly
agree) Likert-scale option chosen by a very small number of learn-
ers. In this case, the response option was merged with the nearest
neighbor (e.g., 1-strongly disagree was merged with 2-disagree),
or the variable was discarded if merging options did not resolve
the warning message. Then, we conducted latent variable mixture
modeling with both the original model and the pruned model and
investigated if the pruning process caused a major difference in
analysis outcomes. Pruning indicators did not substantially alter the
original model, thus the following discussion focuses on presenting
the results of the pruned models for each dataset. Results of original
models are available on the Open Science Foundation here3.

5 RESULTS
Confirmatory factor analysis results showed that survey datasets
had poorer fits with goal complex theory than trace datasets. De-
tailed results are here4. We focus on investigating information
captured through each data source using latent variable mixture
modeling.
3https://osf.io/a4wxr
4https://osf.io/cqxu6

https://osf.io/a4wxr
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Table 2: The trace indicators and their relationship to theoretical constructs.

Instrument Theoretical Construct Indicator Variable
(N = Nth week)

Tip-of-the-week email Mastery emailN_count
Tip-of-the-week Jupyter Notebook Mastery notebookN_count

Bonus assignment
Performance-controlling bonusN_sharing

(sharing with names)

Performance-autonomous bonusN_sharing
(not sharing, sharing anonymously)

Performance bonusN_count

Extra assignment Mastery extraN_submitted
Mastery extraN_count

Assignment Mastery additionalN_count

Figure 2: A course timeline showing which and when surveys and trace instruments were provided.

5.1 Model Fit
The best fitting models for the survey (RQ1) and trace (RQ2) in-
dicators are shown in Table 3. The final fitting model 𝑀3 for the
combined dataset of the first half of the course did not report a
conventionally statistically detectably better BLRT 𝑝-value and
VLMR 𝑝-value (𝑝 = 0.086) than other solutions at 𝑝 = 0.05 level
and therefore was not further investigated.

5.2 Theoretical Interpretability: Surveys (RQ1)
Overall, survey-based solutions (RQ1) showed that learners gen-
erally agreed with most of the achievement goal items except
performance-controlling items. This suggests that most learners
identified them asmastery-oriented or bothmastery- and performance-
oriented. In the week 1 survey dataset, three clusters were identified
(Figure 3). For the largest cluster (𝑛 = 110), we labeled it as ‘positive’
as learners in this cluster generally showed positive responses to
all survey items except performance-controlling items. The second
largest cluster (𝑛 = 50), which we labeled as ‘strongly positive,’
showed positive responses toward most of the survey items with
the notable exception of the performance_controlling1 indicator. The
label chosen for the smallest cluster (𝑛 = 31) was ‘mastery.’ Learners
in this cluster showed positive responses toward mastery items.

The week 3 survey dataset (Figure 4) showed a similar pattern.
The same learners were clustered into two groups instead of three

groups without a ‘positive’ group. We labeled the largest cluster
(𝑛 = 142) ‘mastery’ in light of dominantly positive responses to
mastery items. The other cluster (𝑛 = 49) was named as ‘strongly
positive.’ These learners generally had positive responses to all
items except performance-controlling ones.

5.3 Theoretical Interpretability: Traces (RQ2)
In contrast to the survey-based clusters showing high positivity
for most achievement goals, trace-based solutions clustered many
learners into ‘less engaged’ groups (RQ2). The best fitting model
𝑀3 for the first half of the course from trace data (𝑀3) even showed
that regardless of learners’ cluster, learners barely engaged with
the second-week bonus assignment (Figure 5). Due to the overall
low engagement with the bonus assignment in the second week,
we were unable to infer learners’ motivations from sharing pref-
erence indicators. Learners in the largest cluster (𝑛 = 95) also
rarely interacted with other optional course materials designed
for mastery- and performance-oriented learners (Table 4). These
learners also rarely made additional submissions once they reached
scores of 100%. On the other hand, learners in the second largest
cluster (𝑛 = 52), which we labeled ‘mastery and performance’, gen-
erated the highest counts of log data from engagement with week
1 bonus assignments (indicators bonus1_count), extra assignments
(extra1_count, extra2_count), and tip-of-the-week Jupyter Notebook
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Table 3: Final solutions per dataset.

Dataset (weeks 1-2) Final model Dataset (weeks 3-4) Final model
Week 1 survey 𝑀3 Week 3 survey 𝑀2
Weeks 1 and 2 trace 𝑀3 Weeks 3 and 4 trace 𝑀3
Weeks 1 and 2 combination - Weeks 3 and 4 combination 𝑀2

0.06
0.04
0.1

0.17

0.63

0.02
0.07

0.9

0.52

0.18

0.11

0.07

0.12

0.32

0.06
0.1

0.22

0.3

0.020.03

0.95

0.06
0.020.03
0.12

0.77

0.09
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Figure 3: Response proportion (i.e., thresholds of categorical indicators) of the 3-cluster model on the week 1 survey dataset.
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Figure 4: Response proportion (i.e., thresholds of categorical indicators) of the 2-cluster model on the week 3 survey dataset.

(notebook2_count). The smallest cluster was named ‘performance’
(𝑛 = 44). Learners in this cluster showed more targeted interest in
materials bearing on their grades. While they opened tip-of-the-
week notification emails more than other learners (email2_count),
their engagement with tip-of-the-week Jupyter Notebook (note-
book2_count) was lower than others. Their engagement with extra
assignments (extra1_count, extra2_count) was also much lower than
the engagementwith bonus assignments (bonus1_count, bonus2_count),
the latter of which had the potential to increase grades.

𝑀3 for the weeks 3-4 trace dataset showed that the largest cluster
(𝑛 = 135) was also composed of less engaged learners. The second
largest cluster was named ‘performance and weakmastery’ (𝑛 = 43).
Learners in this cluster selectively engaged with the third-week
bonus assignments (bonus3_count) while showing low engagement
with extra assignments in the same week (extra3_count). They
also showed weak mastery behaviors through slightly higher en-
gagement with tip-of-the-week notebooks (notebook4_count) and

Table 4: Means (standard deviations) of continuous variables
in weeks 1-2 trace dataset.

Less engaged
(n = 95)

Mastery and
performance

(n = 52)

Performance
(n = 44)

email2_count -0.058 (0.094) -0.013 (0.139) 0.185 (0.180)
notebook2_count -0.280 (0.074) 0.587 (0.168) 0.145 (0.156)
bonus1_count 0.987 (0.003) 1.022 (0.033) 0.937 (0.042)
bonus2_count 0.443 (0.083) 0.749 (0.115) 0.343 (0.153)
extra1_count -0.641 (0.012) 1.692 (0.057) -0.393 (0.008)
extra2_count -0.296 (0.051) 0.792 (0.206) -0.087 (0.130)
additional12_count -0.185 (0.064) 0.137 (0.163) 0.144 (0.179)

Note. Means were computed with z-scored continuous variables.

counts of additional submissions (additional34_count) than learn-
ers in the ‘less engagement’ group. Learners in this group did not
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Figure 5: Proportions of engagement with learning materials (i.e., thresholds of categorical indicators) for the 3-cluster model
on the weeks 1-2 trace dataset.

show strong preferences between anonymous sharing and sharing
with names (bonus4_sharing). On the other hand, learners in the
smallest ‘mastery and performance-controlling’ cluster (𝑛 = 13)
highly interacted not only with bonus assignments but also with
extra assignments and tip-of-the-week notebooks. They also made
many additional submissions even after scoring 100% on mandatory
assignments. Finally, they showed a slightly higher preference for
sharing assignments with names.

5.4 Combined Data (RQ3)
Given that the latent variable mixture modeling failed to find the
best fit model from the combination of data in the first half of the
course, only the combined model for the second half of the course
was considered (RQ3). The first three columns of Table 6 show the
summary of estimated clusters in the final fitting model. The trace
cluster output identifying three clusters with 135, 43, and 13 learners
each was highly similar to the fitted model of the combined dataset,
which had two clusters with 134 and 57 learners each. Cramer’s V
which measures the similarity between categorical variables was
0.987, which is close to the maximum value of 1 representing the
complete association. Naturally, it did not show any detectable
improvement from the model fit using trace data alone. On the
other hand, Cramer’s V showed a low association between survey
data and the combined data.

6 DISCUSSION AND FUTUREWORK
In the context of an authentic, credit-bearing course, learners re-
sponding to survey items sorted into clusters reflecting predom-
inantly mastery-oriented or mastery- plus performance-oriented
motives, all of whom expressed dominantly positive responses. In
contrast, trace-based clusters indicated that more than half of learn-
ers in the early and latter halves of the course clustered into a
less-engaged group. The proportion of these less engaged learners
sharply increased from the first half of the course (trace dataset 1)
to the second half (trace dataset 2). That is, learners’ self-reports
did not translate into behaviors in this field study. This discrepancy
raises significant issues for learning analytics researchers who con-
sider learners’ motivation an important predictor of achievement
or an outcome in its own right.

One possible explanation for this discrepancy, at least at the
beginning of the course, may be a difference between learners’ ex-
pectations and direct experiences. As is common in many studies,
we collected survey responses before the course began. These re-
sponses best reflect learners’ expectations for achievement goals
based on weakly grounded assumptions about the course and per-
haps socially desirable response bias. It is reasonable that learners
would have little basis for accurately predicting actual challenges
and opportunities in the course. Revising goal orientations is both
likely and rational. However, this shift suggests learning analytics
using pre-course perceptions may rest on weak grounds for pre-
dicting early engagement with the course and performance during
that period.

At the midway point of the course, this discrepancy between
the third-week survey model and the second-half trace model
was not reduced. Many learners continued to self-report com-
bined mastery- and performance-oriented goals or predominantly
mastery-oriented goals. In contrast, trace data gathered during the
second half of the course indicated that more than half of learners
did not engage with learning opportunities representing a theory-
based description of mastery-oriented learners. Learners may have
recognized that they had not met their initial goals and decided to
try again. If that was the case, their attempts were not successful
given what the trace data indicated. Or, perhaps learners did not
seriously commit to goals that they reported to surveys. In either
case, considering the increase of less engaged learners in the second
half of the course, a goal “in mind” differed from a goal expressed
“in action.” Finally, survey instruments may elicit aspirational goals
instead of realistic goals. In this case, learners responded to the sur-
vey describing the “person they would like to be” instead of based
on the “person they will be.” While aspirations perhaps should not
be shattered, instructors nonetheless need to attend to learners’ ac-
tual learning activities since intentions to learn can be realized only
when productive activities are engaged. Again, learning analytics
based on self-report data would potentially misrepresent learning
activities and poorly predict learning outcomes arising from how
learners actually engage in their coursework.

This discrepancy invites questions about common interpreta-
tions of achievement goal theory and commonly used self-report
instruments as indicators of motivation. Multiple studies reported
that learners favor mastery goals over performance goals when
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Figure 6: Proportions of engagement with learning materials (i.e., thresholds of binary indicators) of the 3-cluster model on the
weeks 3-4 trace dataset.

Table 5: Means (standard deviations) of continuous variables in weeks 3-4 trace dataset.

Performance and
weak mastery

(n = 43)

Less engaged
(n = 135)

Mastery and
performance-controlling

(n = 13)
email4_count -0.031 (0.139) 0.009 (0.087) 0.313 (0.377)
notebook4_count 0.382 (0.205) -0.149 (0.066) 0.386 (0.397)
bonus3_count 1.537 (0.071) -0.602 (0.020) 1.326 (0.123)
extra3_count -0.203 (0.047) -0.279 (0.006) 3.562 (0.245)
additional34_count 0.246 (0.190) -0.197 (0.057) 0.885 (0.461)

Note. Means were computed with z-scored continuous variables.

Table 6: Cramer’s V correlation of combination cluster outputs with (1) survey and (2) trace.

Dataset Survey
cluster output

Trace
cluster output

Combination
cluster output

Cramer’s V
(with survey)

Cramer’s V
(with trace)

Week 3 and 4 142-49 135-43-13 134-57 0.062 0.987

responding in interviews or to surveys e.g., [7, 23, 48]. It has been
assumed learners’ achievement goals measured before learning
were maintained in subsequent learning activities, laying ground-
work to infer causal relationships between achievement goals and
learning outcomes [26, 30, 43, 59]. Beyond the famous maxim that
“correlation is not causation” and the absence of a consistent corre-
lation between achievement goals and academic achievement for
mastery-focused learners [43], our study suggests many learners
stating mastery-oriented goals based on surveys before learning
may be misleading if this is taken to indicate how learners will ac-
tually go about learning, the proximal causal factors that lead to the
achievement of lack thereof. This is a critical issue, in particular, for
an adaptive learning system which depends on up-to-date learner
data.

The strong similarity of clusters based on the combined data to
trace-based clusters implies that survey data neither contributed
to the cluster outputs nor contradicted trace data. This supports
interpreting that self-report surveys may not add to identifying
learners’ goals; there was no complementary effect in combining the
two data source. It also raises questions about roles for self-report
data beyond representing learners’ expectations about motivation.

One fundamental implication for future research is to clearly and
operationally define what ‘an achievement goal’ is. Is it: learners’
(1) expectations about learning, (2) enactments in accord with stated
goals, and/or (3) memories about goals and enactments after learn-
ing. The first and the third approaches to operationally defining
goals will be valuable for researchers to understand learners’ percep-
tions of their achievement goals as represented by self-report instru-
ments: prospective and retrospective surveys, and think-aloud pro-
tocols. However, if researchers aim to identify the goal-relevant be-
haviors during learning, traces may be more useful than self-report
instruments in validly inferring learners’ motivation-in-action.

An implication for instructors is that such discrepancies between
trace and survey data could be useful for identifying learners po-
tentially needing support for self-regulated learning. For example,
instructors observing particular profiles in self-report data might
want to intervene in learners to encourage different forms of engage-
ment with course materials than what self-reports might suggest
would be the case. Our data also modestly suggest that learners
might have made a goal adjustment as learners get more familiar
with course features such as task difficulty. Much research remains
to be done to more validly guide instructors’ choices about how to
support learners in such situations.
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We note several limitations in our designs of behavioral trace
indicators. The bonusN_sharing indicators might not have fully
distinguished learners holding different performance motivations
since some controlling learners could have chosen to share answers
anonymously instead of revealing their names if they did not feel
confident about their work and wanted to avoid displaying that
to peers. This study also did not consider traces beyond instru-
mentation within the course. It is possible that learners in the ‘less
engaged’ cluster pursued goals in ways our data could not detect.
For example, learners might have read blog articles or followed
tutorials outside of the course instead of engaging with additional
materials we provided and experimenting with alternative answers
even after receiving 100% on an assignment. A future study with a
broader range of instrumentation could explore how online learners
seek to accomplish goals outside the boundaries of their courses.

7 CONCLUSION
Through latent variable modeling, we observed a notable discrep-
ancy between learners’ self-reported goals before learning and
actual behaviors for pursuing goals during learning, even after
learners had experience with half of the course. Learners mostly
identified themselves as mastery learners on surveys whereas more
than half of them did not demonstrate mastery-oriented behaviors
and showed low engagement. Even among learners who actively
pursued goals, many were performance-oriented learners. Further-
more, when trace data and surveys were combined, survey data
made practically no contribution to clustering results. These find-
ings raise questions on the widespread practices in the learning
analytics community regarding categorizing learners’ goals based
on prospective survey responses and trying to interpret correlations
between prospective self-reported goal orientations and learning
outcomes. This study prompts future research to give sharper at-
tention to methodological and theoretical accounts of achievement
goals. In particular, the study raises issues relating to data for devel-
oping learning analytics that helps learners and their instructors
(1) identify goals and (2) coordinate goals with learning activities
to increase learning success.
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